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Internet activity increasingly driven by 

services

ïVoIP, video streaming, games, file 

downloads

ïNetwork performance essential to 

continued success

User experience as a key benchmark

ïLargely determined by frequency, duration 

and severity of network events

ïPoor performance can lead to loss of 

revenue, reputation

ïFast detection/isolation is critical

Crowdsourcing Network Monitoring
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Network events are common in the Internet

ïEvent is any change in network status

ïCan be customer-impacting, or not

Well-understood events

ïPlanned maintenance

ïFiber cuts

ïInternal peering changes

Events that keep operators awake at night

ïñSilentò failures

ïOperator misconfiguration

ïRouter bugs

ïExternal peering changes

Crowdsourcing Network Monitoring
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Monitor a collection of signals

ïNetflow records

ïLink aggregate stats (throughput, e.g.)

ïRTT

ïLoss

ïBGP updates

Run a detection algorithm

ïMoving average

ïPCA

ïThreshold

Isolate event and perform root cause analysis

Crowdsourcing Network Monitoring
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This work focuses on events impacting end-to-

end performance

If end-users canôt notice it, we ignore it

ïExamples: BGP route change, silent failover

What we would like

ïAccess to the service (application) view of 

performance

ïReal-time, reliable detection and isolation -- potentially 

across networks

ïScales with the number of potential network events, not 

the number of monitoring hosts

Crowdsourcing Network Monitoring
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Monitor ISP links/routers for congestion/outages

ïOperates on aggregate views

ïVolume of monitoring data does 

not scale to edges of network

ïDetected events may impact 

services differently

BGP feeds for routing anomalies

ïDoes not indicate performance

ïOnly covers visible paths

Active probing

ïCan simulate end-to-end performance

ïOverhead cannot scale to the edge

Crowdsourcing Network Monitoring
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Our approach: Push monitoring to the edge 

systems themselves

ïDetect drops in performance

ïIf enough hosts see
ÅSame performance problem, 

Åat the same time, 

Åin the same networké.

The problem is likely to be the network

Crowdsourcing Network Monitoring
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See what the user sees

No need to deploy expensive hardware 

Proprietary ISP information not necessary

Not constrained to a single network

Grows naturally with the Internet

Application-specific information to accurately 

determine end-to-end performance problems

Crowdsourcing Network Monitoring
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Scalability

ïGathering traces from millions of edge hosts infeasible

Granularity

ïRequires an online solution

ïShould determine event location

Privacy

ïMust not reveal personally identifiable information

Trust 

ïShould be robust to false reports of events

Adoption

ïNeeds a crowd!

Crowdsourcing Network Monitoring
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é

Crowdsourcing network monitoring

ïGeneral approach

ïCase study using confirmed network problems

ïWide area evaluation

System implementation

ïBitTorrent extension (NEWS)  installed by 41k users

ïCrowdsourcing event labeling (Newsight)

Conclusion

Crowdsourcing Network Monitoring
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Local detection

ïPassively monitor local performance information 

(signals)
ÅGeneral (e.g. transfer rates) and application specific (e.g. content 

availability in BitTorrent)

ïDetect drops in performance
ÅE.g., dropped video frame, sudden drop in throughput

ÅFilter out cases that are normal application behavior 

ïE.g., BitTorrent peer finishes downloading but still seeds

ïPublish information only about these suspected 

local events

Crowdsourcing Network Monitoring
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Group corroboration

ïGather information about local events in same network

ïIdentify synchronous problems that are unlikely to occur 

by chance

ïLikelihood ratio to distinguish network events from 

coincidence

Identifying network events

ïEach user can detect events separately

ïAny third party with access to distributed storage can do 

the same (e.g., network operators)

Crowdsourcing Network Monitoring
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Participatory monitoring challenges

ïNeeds large-scale adoption, active users

ïEdge traces are rare

P2P applications are a natural fit

ïUsed worldwide, generates diverse flows

ïBitTorrent is one of the most popular

ÅConsumes large amounts of bandwidth

ÅVuze client allows extensibility, piggyback on existing user 

population

ÅProvides distributed storage (DHT) for corroboration

ïOno dataset for traces

ÅInstalled by hundreds of thousands of users

ÅNetwork and BitTorrent-specific information from hundreds of 

thousands of users worldwide

Crowdsourcing Network Monitoring
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Started (proper) collection in December 2007

Daily stats (approximate)

ï3 to 4 GB of compressed data

ïAbout 10 to 20 GB raw data

ï2.5-3M traceroutes

ï100-150M connection samples
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Started (proper) collection in December 2007

Daily stats (approximate)

ï3 to 4 GB of compressed data

ïAbout 10 to 20 GB raw data

ï2.5-3M traceroutes

ï100-150M connection samples
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